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Example Problem: Dynamic A/B test to enhance/personalize email
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Action Space:
[ Subject Line = 1, 2, 3 ]
[ Intro Message = 1, 2, 3… ] 
[ Response Format = 1, 2, 3…]

Context:
[Age ]
[Number Days Active ]
[Country]
[Activities in week 1]
…
…
..



Perpetually Improving User Interfaces

Vision: Systems that perpetually 
improve – like real teachers

x = 
matrix(rnorm(m*n),m,n)

What is the standard error of 
this random variable?

Explanation
A z-score is defined as the 
number of standard deviations 
a specific point is away from the 
mean.

0.078

Explanation 2
You should imagine that 
people’s ranking depends on 
how well they do relative to how 
everyone else is doing.

Explanation 3
Think of it by analogy to 
comparing teams in the NBA’s 
Western and Eastern 
conferences.
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Apply Bandit Algorithms (RL more generally?) 
to A/B testing



Approach: Making Experiments Collaborative, Dynamic, Personalized 

A B

Dynamic Analysis

A

X% 100-X%

B

0% 100%

Enhancement

A B

0% 100%

Personalization

100% 0%

A B

Outcome Metric
HCI, Ed, Health

Cognitive Science

Instructional Design Bayesian Statistics 
& Machine Learning

NIPS 2008, UAI 2013
ACIC 2016

Cognitive Science 2010
J. of Exp. Psych., 2013

EDM 2015
IJAIED 2016

CHI 2016, 
ACM LAS 2016

Crowdsourcing & 
Human Computation

MOOClet
github.com/kunanit/mooclet-engine+ N... Continually 

add conditions

50% 50%
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Overview

+ N...

Dynamic Analysis

A

X% 100-X%

B

0% 100%

Personalization

100% 0%

A B

A B

A B

Enhancement

• Vision: Perpetually Improving Systems
• Approach: Collaborative, Dynamic, 

Personalized Experimentation
• 1. Crowdsourcing & Dynamically Testing

Student Explanations 
• 2. Instructor-Centered Experimentation
• 3. Discovering how to personalize
• Future

– Applications of bandit/RL algorithms to 
education, health, other areas
– Interpretable & Interactive bandits/RL
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Overview

+ N...

Dynamic Analysis

A

X% 100-X%

B

0% 100%

Personalization

100% 0%

A B

A B

A B

Enhancement

• 1. Crowdsourcing & Dynamically 
Testing Student Explanations 

• 2. Instructor-Centered 
Experimentation

• 3. Discovering how to personalize
• Future
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AXIS: Adaptive eXplanation Improvement System

A B + N... Continually add 
conditions Analyze & 

Dynamically Adapt

A

X% 100-X%

B

x = matrix(rnorm(m*n),m,n)
What is the standard error?

Answer:

Explanation
A z-score is defined as the number of 
standard deviations a specific point is 
away from the mean.

Explain why this answer is correct.

CHI 2016

Renkl, 1997
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C
Explanation

Learners Rate & Generate Explanations

Linda is training for a marathon, which is a race that is 26 
miles long.

Her average training time for the 26 miles is 208 minutes,
but the day of the marathon she was x minutes faster than 
her average time.

What was Linda's running speed for the marathon in miles 
per minute?

Explanation
Linda's speed is the distance she ran divided by the time it took. The 
distance Linda ran was 26 miles. The time it took her was 208 – x. 
Linda's speed was 26/(208 - x)

26/(208 - x)

To help you learn, explain in your own words why the answer is correct.

How helpful was the above information for your learning?
Completely                                                                             Perfectly
Unhelpful                                                                                Helpful

0        1       2       3       4       5       6       7       8       9       10

Explanation 
A

B
Explanation

C
Explanation
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Parameters

Action a

Dynamic Experimentation: Exploration vs Exploitation
• Multi-Armed Bandit (Reinforcement Learning)
• Randomized Probability Matching (Thompson Sampling)

A
Reward R

Policy

Explanation
The probability is 3/7 * 5/8, because the number of 
cookies is changing.

Rating
How helpful was the above information for your learning?
0      1       2       3       4       5       6       7       8       9       10

Exp1 Exp 2 Exp 3

15% 65% 20%

(Probability of Explanation i being Rated Helpful)

(0 to 10 Rating by Student)
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• AXIS deployed with n=150

1 2 3 4 5 6 7 8 9 10 111 2 3 4 5 6 7 8 9 10 11

0 0 100 0 0 0 0 0 0 0 0

AXIS Deployment

1 2 3 4 5 6 7 8 9 10 11

18 13 4 5 8 18 22 6 3 1 2

AXIS Policy: Probability distribution over explanations

1 2

50 50
1 2

20 80

1 2 3

10 60 30

1

100
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• Do AXIS explanations help learning?

Evaluation of AXIS explanations

Problem
x = matrix(rnorm(m*n),m,n)
What is the standard error?

Answer:

Problem
x = matrix(rnorm(m*n),m,n)
What is the standard error?

Answer:

AXIS Explanation

Problem
x = matrix(rnorm(m*n),m,n)
What is the standard error?

Answer:

Filtered Explanation

Problem
x = matrix(rnorm(m*n),m,n)
What is the standard error?

Answer:

Instructor Explanation
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Impact of AXIS Explanations on Learning

Instructor reported the 
AXIS explanations 

comparable to their own

3%

12%

2%

9%

0%

20%

Original Problems
(No Explanations)

AXIS Explanations Filtered
Explanations

Instructor's
Explanations

Ac
cu

ra
cy

 In
cr

ea
se
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Overview

+ N...

Dynamic Analysis

A

X% 100-X%

B

0% 100%

Personalization

100% 0%

A B

A B

A B

Enhancement

• 1. Crowdsourcing & Dynamically    
Testing Student Explanations 

• 2. Instructor-Centered 
Experimentation

• 3. Discovering how to personalize
• Future
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2. Instructor-Centered Experimentation

CHI 2018
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Researchers Analyzing Data from Dynamic Experiments

• What are the consequences of dynamic 
experiments for drawing statistical inferences?
(see URL tiny.cc/jbanditspower, AIED 2018, Journal of Ed. Data 
Mining, under review)
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Overview

+ N...

Dynamic Analysis

A

X% 100-X%

B

0% 100%

Personalization

100% 0%

A B

A B

A B

Enhancement

• 1. Crowdsourcing & Dynamically  
Testing Student Explanations 

• 2. Instructor-Centered 
Experimentation

• 3. Discovering how to personalize
• Future
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Discover how to personalize emails

Question about course participation

Would you please take this short survey, so 
we can improve the course for future 
students?

Click here to take the survey.

Dear Sam,

It has been a while since you logged 
into the course, so we are eager to learn 
about your experience. Would you please 
take this short survey, so we can improve 
the course for future students?

Brief Mention Absence
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https://harvard.az1.qualtrics.com/WRQualtricsSurveyEngine/?Q_SS=cG9apZHS4r24VnL_eF30Vmg7wmxEF8x&_=1


Optimization through Personalization

0% 100%

Personalization

100% 0%

A B

• 14.5% more responses

0

0.3

Overall Low Activity High Activity

R
es

po
ns

e 
R

at
e Brief

Mention Absence

Contextual Bandits (Li et al, 
2010); SMART; JITAI
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Example Problem: A/B experiment to enhance/personalize email

Action Space:
[ Subject Line = 1, 2, 3 ]
[ Intro Message = 1, 2, 3… ] 
[ Response Format = 1, 2, 3…]

Context:
[Age ]
[Number Days Active ]
[Country]
[Activities in week 1]
…
…
..
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Contextual bandits & personalizing to subgroups
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Overview

+ N...

Dynamic Analysis

A

X% 100-X%

B

0% 100%

Personalization

100% 0%

A B

A B

A B

Enhancement

• Vision: Perpetually Improving Systems
• Approach: Collaborative, Dynamic, 

Personalized Experimentation
• 1. Crowdsourcing & Dynamically Testing

Student Explanations 
• 2. Instructor-Centered Experimentation
• 3. Discovering how to personalize
• Future
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Goodlife collab. example: Text msgs to go to gym

What’s your plan for 
exercising today? 
Going to the gym can 
make you feel better.



Examples of Potential Research Directions

• Human Computation/Interactive ML/ Human in the 
loop: When humans should: Add new actions, provide 
prior knowledge, add/remove data points, modify reward 
function, modify exploration-exploitation tradeoff.

• Interpretable ML: Understanding moment-by-moment 
policy, which contextual variables are important, when 
policy is more/less reliable.

• Exploration-Exploitation tradeoffs & Personalization
• Get Scientists to use dynamic A/B Experiments: Balance 

regret minimization against hypothesis testing
• Multiple rewards, uncertainty about their relative 

importance and reliability
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Ongoing & Future Activities

• Interested in deploying bandits/RL to real-world? 
(e.g. good applications to add to a paper)

• Students can listen in on Weekly Research Group: 
URL tiny.cc/joiniaiextended

• Grad course on Dynamic A/B experiments 
(www.josephjaywilliams.com/gradcourse) 

• Research Programmer Sam Maldonado 
(AdapComp/MOOClet web service for Active 
Learning à A/B testing)

• ONR Grant: Personalizing Explanations in Online 
Problems Using Multi-Armed Contextual Bandits

24

tiny.cc/joiniaiextended
http://www.josephjaywilliams.com/gradcourse


Thank You!

• Juho Kim, Krzysztof Gajos, Anna Rafferty
• Harvard VPAL (Vice Provost for Advances in Learning) 

Research
• Tania Lombrozo & Tom Griffiths
• Candace Thille & John Mitchell
• Jascha Sohl-Dickstein, PERTS, Khan Academy
• Sam Maldonado
• Lytics Lab
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Ongoing & Future Activities

• Interested in deploying bandits/RL to real-world? 
(e.g. good applications to add to a paper)

• Students can listen in on Weekly Research Group: 
URL tiny.cc/joiniaiextended

• Grad course on Dynamic A/B experiments 
(www.josephjaywilliams.com/gradcourse) 

• Research Programmer Sam Maldonado 
(AdapComp/MOOClet web service for Active 
Learning à A/B testing)

• ONR Grant: Personalizing Explanations in Online 
Problems Using Multi-Armed Contextual Bandits
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tiny.cc/joiniaiextended
http://www.josephjaywilliams.com/gradcourse
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Examples of Problems

28

Action Space:
[ Subject Line = 1, 2, 3 ]
[ Intro Message = 1, 2, 3… ] 
[ Response Format = 1, 2, 3…]

Context:
[Age ]
[Number Days Active ]
[Country]
[Activities in week 1]
…
…
..



Bridging Designers, Scientists, Machine Learning 

Enhancing and Personalizing Online Resources
through Tools for Experimentation (under review)

Social-Behavioral ScientistsDesigners

Statistics & Machine Learning

A B + N...



Interpretable & Interactive Interfaces to ML

Interpretable ML Interactive ML

Designer influences
exploration vs exploitation tradeoff?

Encode designer/scientist’s
prior knowledge 

via Bayesian models?

Social-Behavioral 
Scientists

Designers Statistics & 
Machine Learning

X% 100-X%

50% 50%



Dynamic Experiments as Testbeds for Algorithms

Python/Django
web app

AdapComp API Specification
Endpoint Parameters

getLearnerContext learner_id
getPastRewards adapcomp_id

assignLearnerCondition

learner_id, 
adapcomp_id,
condition

AdapComp/MOOClet
Abstraction for A/B Experimentation via Active Learning

github.com/kunanit/mooclet-engine
Analyze & 

Dynamically Adapt

0% 100%

Enhancement

0% 100%

Personalization

100% 0%

A

X% 100-X%

+ N...

B

A B A B

Continually add 
conditions

A B

50% 50%

Outcome Metric

ACM LAS 2017, RecSys



MOOClet Engine: Separates Versions, Policy, Data

Learner Data Store

Policy

Version Set
Learner Interface 

Resource

API/ modifyVariable

API/ modifyVersion

API/ setPolicyandParamsAPI/ assignVersionofResource

MOOClet

github.com/kunanit/mooclet-engine

test.mooclet.vpal.io/moocletengine/api/

https://github.com/kunanit/mooclet-engine
https://test.mooclet.vpal.io/moocletengine/api/version


Examples of Potential Research Directions

• Human Computation/Interactive ML/ Human in the 
loop: When humans should: Add new actions, provide 
prior knowledge, add/remove data points, modify reward 
function, modify exploration-exploitation tradeoff.

• Interpretable ML: Understanding moment-by-moment 
policy, which contextual variables are important, when 
policy is more/less reliable.

• Exploration-Exploitation tradeoffs & Personalization
• Get Scientist to use dynamic A/B Experiments: Balance 

regret minimization against hypothesis testing
• Multiple rewards, uncertainty about their relative 

importance and reliability
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Ongoing & Future Activities

• Intelligent Adaptive Interventions Research Group
• Students can listen in on Weekly Research Group: 

URL tiny.cc/joiniaiextended
• Grad course on Dynamic A/B experiments 

(www.josephjaywilliams.com/gradcourse) 
• Research Programmer Sam Maldonado 

(AdapComp/MOOClet web service for Active 
Learning à A/B testing)

• Office of Naval Research Grant: Personalizing 
Explanations in Online Problems Using Multi-Armed 
Contextual Bandits
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tiny.cc/joiniaiextended
http://www.josephjaywilliams.com/gradcourse


Review

+ N...

Dynamic Analysis

A

X% 100-X%

B

0% 100%

Personalization

100% 0%

A B

A B

A B

Enhancement

• Vision: Perpetually Improving Systems
• Approach: Collaborative, Dynamic, 

Personalized Experimentation
• 1. Crowdsourcing & Dynamically Testing 

Student Explanations 
• 2. Instructor-Centered Experimentation
• 3. Discovering how to personalize
• Future

– Applications of bandit/RL algorithms to 
education, health, other areas
– Interpretable & Interactive bandits/RL
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Thank You!

• Juho Kim, Krzysztof Gajos, Anna Rafferty
• Harvard VPAL (Vice Provost for Advances in Learning) 

Research
• Tania Lombrozo & Tom Griffiths
• Candace Thille & John Mitchell
• Jascha Sohl-Dickstein, PERTS, Khan Academy
• Sam Maldonado
• Lytics Lab
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Examples of Potential Research Directions

• Human Computation/Interactive ML/ Human in the 
loop: When humans should: Add new actions, provide 
prior knowledge, add/remove data points, modify reward 
function, modify exploration-exploitation tradeoff.

• Interpretable ML: Understanding moment-by-moment 
policy, which contextual variables are important, when 
policy is more/less reliable.

• Exploration-Exploitation tradeoffs & Personalization
• Get Scientist to use dynamic A/B Experiments: Balance 

regret minimization against hypothesis testing
• Multiple rewards, uncertainty about their relative 

importance and reliability
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Ongoing & Future Activities

• Intelligent Adaptive Interventions Research Group
• Students can listen in on Weekly Research Group: 

URL tiny.cc/joiniaiextended
• Grad course on Active Learning for A/B experiments 

(www.josephjaywilliams.com/gradcourse) 
• Econ & HCI Postdoc Weiwen Leung
• Research Programmer Sam Maldonado 

(AdapComp/MOOClet web service for Active 
Learning à A/B testing)

• Office of Naval Research Grant: Personalizing 
Explanations in Online Problems Using Multi-Armed 
Contextual Bandits
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tiny.cc/joiniaiextended
http://www.josephjaywilliams.com/gradcourse


Review

+ N...

Dynamic Analysis

A

X% 100-X%

B

0% 100%

Personalization

100% 0%

A B

A B

A B

Enhancement

• Vision: Perpetually Improving Systems
• Approach: Collaborative, Dynamic, 

Personalized Experimentation
• 1. Crowdsourcing & Dynamically Testing 

Student Explanations 
• 2. Instructor-Centered Experimentation
• 3. Discovering how to personalize
• Future
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