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Preamble



Preamble
• The ability to predict one's own sensory input 

   constitutes a form of environmental awareness

• There's many different things we can predict about

   each signal

 

 

 

 How can we know as much as possible, 

while learning as little as possible?
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Want know many things
Too lazy to learn them



Overview

• Background

• Predicting at Every Time-scale

• Experimental Results

• A Basis of GVF Predictions
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"GVF Basis"

"Inferred GVF"



Results



Results

It works AMAZING



 

Task

For each sensor,

    • Learn 7 GVFs, with discounts

 

    • Infer the values of 100 GVFs with 

      randomly selected discounts

    • Infer the sensor reading 30 steps 

      in the future



Predicting Sensor Readings: 100 GVFs
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Predicting Sensor Readings: 100 GVFs
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Predicting Sensor Readings: 100 GVFs
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Horde: directly learn each GVF using TD

GVF Basis: Learn 7 GVFs, infer the 100 GVFs of interest



 

 

Predicting Sensor Readings: 30-step
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AR: history of observations given as input, directly trained to predict 30 steps ahead



 
 

Predicting Sensor Readings
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What should the discounts ideally be?

 
A simple case: Consider a finite-state Markov Reward 

Process with Transition matrix P:

Assume P Diagonalizable: where
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What should the discounts ideally be?

 
A simple case: Consider a finite-state Markov Reward 

Process with Transition matrix P:

Assume P Diagonalizable: where

Let s.t.

Let s.t.

Then                                           Is a basis of the space 
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Questions?
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What should the discounts ideally be?

 
A simple case: Consider a finite-state Markov Reward 

Process with Transition matrix P:

Assume P Diagonalizable: where

BEI



 
 

19 state Random walk
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Task: Predict 10,000 value functions, with 

Learners:

    • Horde: learn each value function directly

    • Ideal GVF Basis: learn value functions with                      , infer the 

      10,000 value functions

    • Heuristic GVF Basis: learn 19 value functions with discounts linearly

      spaced between (0,1), infer the 10,000 value functions 
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What should the discounts ideally be?

 
A simple case: Consider a finite-state Markov Reward 

Process with Transition matrix P:

Assume P Diagonalizable: where
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